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Abstract. Nested Boolean functions or Boolean programs are an al-
ternative to the quantified Boolean formula (QBF') characterization of
polynomial space. The idea is to start with a set of Boolean functions
given as propositional formulas and to define new functions as composi-
tions or instantiations of previously defined ones. We investigate the rela-
tionship between function instantiation and quantification and present a
compact representation of models and countermodels of QBFs with and
without free variables as nested Boolean functions. The representation is
symmetric with respect to Skolem models and Herbrand countermodels.
For a formula with free variables, it can describe both kinds of models
simultaneously in one complete equivalence model which can be Skolem
or Herbrand depending on actual assignments to the free variables.

1 Introduction

The satisfiability problem for quantified Boolean formulas (QBF) is the canonical
PSPACE-complete problem. As an extension of propositional logic, QBF draws
its expressive power from the ability to have quantifiers over propositional vari-
ables, where universal quantification Va @(x) for a variable z and a propositional
or quantified Boolean formula @ is defined to be true if and only if ¢(0) is true
and ®(1) is true, and Jy P(y) means that $(0) or ¢(1) is true.

Nested Boolean functions (NBF) or Boolean programs have been introduced
by Cook and Soltys [6] as an alternative characterization of polynomial space.
They extend propositional logic with the ability to define Boolean functions as
compositions or instantiations of previously defined functions, starting with a
set of initial functions given as propositional formulas. For example, let

Jo(p1,p2) = (=p1 Ap2) V (p1 A —p2)

be an initial function which computes the parity of two binary variables. Then
the parity of four variables can be computed by reusing fo:

J1(p1,p2,p3,14) := fo(fo(p1,p2), fo(p3,pa))

The parity of 16 variables can be expressed compactly by reusing fi, and so
on [6]. By replacing all occurrences of f; with its definition, we can expand fi:

def (f1)(p1, -, pa) == (= ((=p1 Ap2) V (p1 A —p2)) A ((—p3 A pa) V (p3 A —pa))) V
(((=p1 Ap2) V (p1 A =p2)) A= ((=p3 Apa) V (p3 A —pa)))



The semantics of nested Boolean functions can be defined by this fallback to
propositional formulas. But in order to evaluate a NBF sequence ( fo, ..., fx), i.e.
to check whether fy(a,...,a,) = 1 for given arguments ay,...,a, € {0,1}, it is
not necessary to actually create the propositional expansion def(fx). By imme-
diately replacing subterms whenever their values are known, the formula can be
simplified on-the-fly, and polynomial space is sufficient. It can be shown that
the evaluation and the satisfiability problem for NBF are PSPACE-complete [6].
Not surprisingly, there exist efficient transformations between QBF and NBF:
any NBF can be transformed in linear time into an equivalent QBF [4], while
the best known transformation in the other direction needs quadratic time [4].

In this paper, we want to further clarify the relationship between function in-
stantiation and quantification. It is well known that in a closed prenex QBF, e.g.
@ =V, Iy,.. Y1y (21, .. Tn, Y1, -, Yn ), €very existentially quantified vari-
able y; can be associated with a Boolean function f;, called Skolem function [13],
which depends on the values of those universally quantified variables whose quan-
tifiers are outer to Jy;. For the given &, these are x;, ..., ,,. Then @ is true if and
only if there exist f1, ..., f so that Vz,..Vo1 ¢(x1, ..., Zny f1(X1, ooy Tn )y ooey fr(Th))
is true. That means each occurrence of an existential variable is replaced with the
corresponding Skolem function, and the resulting matrix must be true for all val-
ues of the universal variables. If that is the case, we call fi, ..., f,, a Skolem model.
Analogously, the universally quantified variables can be mapped to Herbrand
functions [8]. & is false if and only if there is a Herbrand countermodel gy, ..., gn
so that Jy,...3y1 d(g91(Y2s -, Yn)s ooy Gn-1(Un)s gn ()5 Y1, .-, Yn) is false. Recently,
Balabanov and Jiang have shown how to extract a Skolem model of a true
closed QBF from its cube-resolution proof and a Herbrand countermodel from
the clause-resolution proof of a false QBF [1|. Earlier approaches use explicit
skolemization techniques [2, 3, 9] and do not directly address Herbrand counter-
models, or the generated strategies are not explicitly represented as functions [7].
Both Skolem and Herbrand (counter)models are of great practical importance
when applications require solutions or explanations of unsatisfiability in addi-
tion to a mere decision of satisfiability. But the compact representation of these
(counter)models remains a great problem for practical applications [12].

We consider Skolem and Herbrand (counter)models from a more theoretical
viewpoint and show that we can compactly encode them by polynomial-size
NBFs. More importantly, we further study the duality between Skolem models
and Herbrand countermodels by considering QBFs with free variables. While
a closed QBF is either true or false, the valuation of a QBF &(z) with free
variables z = z1, ..., 2, depends on the values of the free variables [10]. Consider
the example &(z) = VaIy (xVy)A(—zV-y)A(-zV-y). If z is 0, we have $(0) =
VaIy (zVy)A(—zV-y)A(=0V-y), which is a closed QBF and is true with Skolem
model fy(z) = —z. If zis 1, &(1) = VaIy (zVy)A(—zV—y)A(-1V-y) is false with
Herbrand countermodel f,() = 0. The interesting observation here is that QBFs
with free variables can have Skolem models and Herbrand countermodels for
different values of the free variables. How are both kinds related when the formula
remains the same and only the free variables change? We propose a unified



complete equivalence model, in which all variables are mapped to functions and
show how Skolem and Herbrand (counter)models are embedded in it and how
these functions can be computed from the formula matrix by NBFs.

For space considerations, we rely only on the above informal introduction of
NBF syntax and semantics and refer the reader to [4] for formal definitions. We
furthermore assume in the following that all QBFs are in prenex normal form,
i.e. all quantifiers appear in front of a purely propositional matrix. Two QBFs
D(z1,...,2) and ¥(zy, ..., 2,.) with free variables z1, ..., z, are logically equivalent,
written &(z1,...,2,) ~ ¥(z1,...,2-) or simply & ~ ¥, if and only if for every
truth assignment 7 to the free variables z1, ..., z,, both formulas evaluate to the
same truth value [10]. We consider propositional formulas as QBFs in which all
variables are free. Furthermore, given a NBF (fy, ..., fr) where f; has arguments
A1, .y Qp, We say fr(ai,...,a,) is logically equivalent to a QBF &(aq,...,a,),
written fx(a1,...,an) = ®(ay,...,a,), if and only if the propositional expansion
def(frx)(ai, ..., an) is equivalent to @(ay,...,a,). When we evaluate a NBF, we
use “=" instead of “~” for a more lightweight notation. The length of a QBF is
the number of variable occurrences, including the prefix. The length of a NBF
(fos s fre) 18 | fo| + ... + | fx|, where |f;| is the total number of occurrences of
constants, variables and function symbols on the right-hand side of the defining
equation of f; . The parity example above has length 4 + 7.

2 Quantification as Iterated Function Composition

Definition 1. Let ¢(z) = Qnvp...Q1v1 é(v1,...,vn,2) with Q; € {V,3} be a
QBF with bound variables vy, ...,v, (n > 1 w.l.o.g), free variables z = 21, ..., 2,
and propositional matrix ¢.

Then we iteratively define Boolean functions Fy, ..., F, as follows:

1. Fo(vi, .y 0, 2) := @(V1, .y Up, Z)
2. Fori=1,...,n:
F747 sz 0, 7 g eeey Uny s Ug gy eeey Unyy ) ) 7/:v
Filig1s o 00 2) ;_{ {10, Uy 2), Ve, oy t,2) L Q

Fifl(Fifl(lav'H»la ...,’Un,Z),’Ui+1, ceey ’U’n?Z) ) Zf Qi =4
For the example @(z) = VogaJvy (v1 V v2) A (w1 V —w2) A (2 V —w1) we obtain:

Fo(v1,v2,2) := (v1 Vua) A (mw1 V—wg) A (2 V —oq)
Fi(ve, 2) = Fo(Fo(1,v9, 2),v2,2) = Fo((—v2 A —2),v3,2) = 72 V vy
F2(Z) = Fl(Fl(O,Z),Z):Fl(_'Z,Z):_‘Z

The main idea behind this definition is that we try to assign values to the
quantified variables, going from the outermost to the innermost quantifier (NBFs
are evaluated by recursion from the last function in the sequence back to the
initial functions). Similar to the DPLL algorithm for QBF (QDPLL) [5], we
might have to branch in the worst case for z = 0 and x = 1 on each variable x. If
x is universally quantified and the formula is false for = 0, there is no need to
try « = 1. Similarly, if x is existential and the formula is true for z = 1, we do not



try « = 0. In our NBF encoding, the result of the first branch determines where
the second branch is going. If the formula is false for x = 0, we stay with = = 0,
and if it is true for z = 1, we stay with x = 1. In either case, the arguments to
the inner call of F;_; are the same as for the outer call of F;_1, which suggests
that it would be an important optimization for a real NBF solver to recognize
duplicate instantiations for the same arguments.

Lemma 1. For &(z) = Qunvn...Q1v1 ¢(v1,...,0n,2) with associated functions
Fo, ..., F, as in Definition 1, it holds for alli=1,...,n that

Fi(’l)iJrl, ...,’Un,Z) ~ ini~~~Q1v1 ¢(U1, veey Unyy Z) .

Proof. Let i = 1, and consider the case that Q; = V. Then we must show that
d(D(0,v2, ..., U, 2), V2, ..., Up, Z) R YV1 (01, ..., Uy, 2). Assume that the left-hand
side is true for some truth value assignment 7 to vs,...,v, and z, that means
d(d(0,7(v2)y ooy T(V), 7(2)), T(V2)y ...y T(v), 7(z)) = 1. Then it is not possible
that the inner instantiation of ¢ is false. Because if we did substitute 0 for
the inner instantiation ¢(0,7(v2),...,7(v,),7(2)), the outer instantiation of ¢
would become the same and would thus also be false, which would contradict
our assumption that the whole left-hand side is true. If, on the other hand,
#(0,7(v2), ..., 7(vy),7(z)) = 1 for the inner instantiation, the outer becomes
d(1,7(v2), ..., T(vy), 7(z)). With this being true by the initial assumption, we
know that ¢(vy,7(v2),...,7(vy),7(2)) is true for v; = 0 and v; = 1, and thus
also Yoy ¢(v1,7(v2),...,7(vn),7(2)) = 1.

From right to left, Vv; ¢(vi,7(v2),...,7(vn),7(2)) = 1 for some 7 implies that
#(0,7(v2), ..., 7(vy), 7(z)) = 1 for the inner instantiation of ¢ on the left-hand
side, so the outer instantiation on the left becomes ¢(1,7(vs), ..., 7(vn), 7(2)),
which is also true by the universal quantification on v;.

If @1 = 3, we must show ¢(P(1,ve,...,0,,2),V2, ..., U, 2) = V1 P(V1,...,;Up, Z).
For a truth assignment 7 which satisfies the left-hand side, the inner instantiation
of ¢ on the left is either false or true. Accordingly, ¢(0,7(v2),...,7(vy),7(2)) =
1 or ¢(1,7(va),...,7(vn),7(z)) = 1 on the left, and that implies the right-
hand side. In the other direction, let Jvy; ¢(vy, 7(v2), ..., 7(vy),7(z)) = 1 for
some 7. Then ¢(0,7(ve),...,7(vn),7(2)) = 1 or ¢(1,7(va), ..., 7(vy), 7(2)) = 1.
If the latter holds, the inner instantiation on the left-hand side is also true,
and the left-hand side becomes ¢(1,7(v2), ..., 7(vy),7(2z)) and is thus true. On
the other hand, if ¢(1,7(vs),...,7(vn),7(z)) = 0, the left-hand side becomes
#(0,7(v2), ..., 7(vy), 7(2)), which is true in this case.

For the induction step, assume F;(vit1, ..., U, Z) = Qi04...Q101 ¢(V1, vy Uy, Z)
for 4 Z 1. Then Qi+17ji+1-~-Q1U1 ¢(U1, vy Unyy Z) ~ Qi+1vi+1Fi(Ui+17 ...,U,HZ), and
we must show F;(F;(0,vi12,...,Un,2), 012, .., Un, Z) = Y0;4+1F;(vit1, ..., Un, Z)
resp. Fi(Fi(1, 049y ooy Uny Z), Vg2, ooy Uny 2) & ;41 F5 (0541, ..., U, 2). When we
let ¢'(vig1, .o, Un,2) := F;(Vit1, ..., Un, 2), the proof can be obtained in complete
analogy to the induction base when substituting ¢’ for ¢. O

Corollary 1. F,(z) = Qnvn...Q101 &(v1,...,Vn,2)
for &(z) = Qnop...Q1v1 P(v1, ..., vy, 2z) with Fy, ..., Fy, as in Definition 1.



The length of the NBF (Fy, ..., Fy,) is |¢|+Xi=1...n(2i4+1+2|6]), which is quadratic
in |@|. This is the same as for the existing transformation from QBF to NBF
in [4] which simulates quantifier expansion, while we now simulate QDPLL. An
important difference is that the expansion approach leads to definitions of the
form fii1(...) :== fi(f5,(...), ..., . (...)) and needs multiple initial functions, while
we now have definitions f;11(...) := fi(fi(...), 22, ..., ) where recursion occurs
only in the first argument of the outer f;, and we now only need one initial
function, which is exactly the matrix of the QBF. This is important for our
equivalence models. The following small technical lemma will be helpful later.

Lemma 2. For &(z) = Quv,...Q1v1 ¢(v1,...,0n,2) with Fy, ..., F, as in Def. 1,
we have F;(Vig1, ..., Un,2) = Qi Fi_1 (i, ..., v, 2) for alli =1,....n.

Proof. It i =1, Fo(vy,...,0pn,2) i8 ¢(v1, ..., Un,2), and the claim follows immedi-
ately from Lemma 1.

For i > 1, Qui(Fi—1(vi, ..., vn,2)) = Qivi(Qi—1vi—1...Q1v1 #(v1, ..., vy, 2)) by
Lemma 1. Again by Lemma 1, the latter is equivalent to F;(vit1,...,0n,2). O

3 Equivalence Models for Quantified Boolean Formulas

Equivalence models for QBFs &(z) = Vz,,Iy,..Ve1Iy1 d(x1, ooy Tr, Y1, vy Yy 2)
with free variables z have been defined in [11] by an equivalence-preserving map-
ping of existential variables y1, ..., y, to functions hy(x1,...,Zn,2), ..., hn(Tn,2)
with &(z) ~ Va,..Vr1 ¢(x1, ..., Tn, b1 (21, .oy Tn, 2), ..., hn(Tn, 2),2). For a sym-
metric treatment of the quantifiers, we will now define the notion of complete
equivalence models where all quantified variables, including the universal ones,
are mapped to functions over the free variables.

Definition 2. Let &(z) = Qnvp...Q1v1 d(v1,...,vn,2) with Q; € {V,3} be a
QBF with bound variables vy, ..., vy, free variables z = z1, ..., z, and propositional
matriz ¢. A sequence of Boolean functions hi(z), ..., h,(2z) is called a complete
equivalence model if and only if P(z) =~ ¢(h1(2), ..., hn(2),2).

It is easy to see that every QBF has a complete equivalence model: For formu-
las without free variables, the complete equivalence model consists of constants
hi,...,h, € {0,1} such that @ is true if and only if ¢(hy, ..., hy,) is true. Clearly,
every true (false, respectively) closed QBF has a satisfying (falsifying, respec-
tively) truth assignment to the matrix, and has thus a complete equivalence
model. For a QBF with free variables, a complete equivalence model could al-
ways be constructed in a naive way by considering all assignments 7(z) to the
free variables and choosing h;(7(z)) := ¢; € {0,1} for all i = 1,...,n such that
¢(€1y ..., €n,7(2)) is true if and only if $(7(z)) is true.

The problem of deciding whether a sequence hy,...,h, € {0,1} is a com-
plete equivalence model for a closed or open QBF is PSPACE-complete. It
is in PSPACE, since the equivalence problem for QBF is in PSPACE, and
the hardness follows from a similar reduction as in [11]: given a closed QBF
D = Qnup...Q1v1 (v, ..., vp), let & = Fv,11Qnvn...Q101 (H(V1, .oy V) A Upp1).
Then hy = ... = hyy1 = 0 is a complete equivalence model for @' iff @ is false.



Lemma 3. If XI # 11 in the polynomial-time hierarchy, there must exist
quantified Boolean formulas with free variables for which every propositional rep-
resentation of the complete equivalence model requires super-polynomial length.

Proof. Consider a closed QBF & = Vz,..Va13ym...3y1 d(X1, .oy Try Y1y ooy Y )
for which the satisfiability problem is ITY-complete. Then let &' (w1, ..., z,) :=
WY Ty1 (21, ooy Ty Y1, oo, Ym)- If @ had a complete equivalence model with
polynomial-size propositional encoding, we could guess in polynomial time propo-
sitional formulas hy (1, ..., Zn), ..., Ay (21, ..., ¥,,) and insert them into ®. If a I1{ -
oracle accepts V,..Vx1 (a1, ..., Tn, h1 (1, .0s Tn)y ooy A (21, ..., T0)), We know
that @ is true and that hq, ..., h,, have been guessed correctly. In total, we would
be able to solve the formula in X¥ and thus X¥ = 115 O
Lemma 3 holds analogously for the non-complete equivalence models from [11]
and for Skolem/Herbrand (counter)models, even for closed QBFs with only two
levels of quantification. Also in practical QBF applications, Skolem/Herbrand
(counter)models are often infeasibly large when represented as propositional for-
mulas. We are now going to represent complete equivalence models as NBFs
instead, allowing us to place a polynomial bound on the size of these models.

Definition 3. Let ¢(z) = Qnvp...Q1v1 ¢(v1,...,Vn,2) with Q; € {V,3} be a
QBF with bound variables vy, ...,v, (n > 1 w.l.o.g), free variables z = 2, ..., 2,
and matrix ¢. Using the function representation from Definition 1, we map each
variable vy to a model function hy as follows:

L ot = { B0 Q0 =Y

F,_1(1,z) ,if@Q,=3
2. Forir=n-—1,..,1:
hi(z) = {Fil(Ovhi+1(Z)v”'7hn(z)7Z) Jif Qi =V
Fio1(Lhiy1(2), ..., hn(z),2) ,if Qi =3

The intuition here is as follows: according to Definition 1, F7, ..., F}, are defined by
Fi(vi+1, ceey Ups Z) = ifl(Fifl(Ui, Vid1y -y Un,y Z), Vid1y ey Uny,y Z) with o; € {0, 1}
according to the quantifier type of @;. If we had already found model functions
hit1, ...y hy (we omit their arguments z for simplicity), we could substitute them
for Vid1yeeey Unt E(hi+1a ) hn, Z) ~ Fi—l(Fi—l(Uia hi+1, ceey hn, Z), hi+1, ceey hn, Z).
To write the latter as F;_1(hi, ..., hpn, z), we choose h; := F;_1(04, it1, ..y P, Z).

Consider again the example @(z) = VuaTvy (v1 Vo) A (-1 V—wa) A(—zV —vq)
with Fj(vg,2) = —z V vy and Fy(z) = -z (Section 2, p. 3). Then ha(z) =
Fi(0,2) = -z and hy(2) = Fo(1, ha(2),2) = mha(2) Amz =2 A -z =0.

Lemma 4. Fori=1,...,n:
F.(z) = Fi_1(hi(z), ..., h,(2),2)

Proof. The proof is by backward induction on i. For ¢ = n, the right-hand side is
F,_1(hn(2z),2z), which is F,,_1(F,-1(0,2),2) if Q, =V and F,,_1(F,_1(1,2),2)
otherwise. By Definition 1 (from right to left), this is F,(z).



For the induction step, let i € {1,...,n — 1}. Assume the above equivalence
holds for i 4 1, that means F,,(z) ~ F;(h;+1(2), ..., hn(2),z). By Definition 1, the
right-hand side is F;_1(F;—1(0i, hiv1(2), ..., hn(2),2), hit1(2), ..., hn(2),2) with
o; € {0,1} according to the quantifier type of @);. By the above Definition 3,
hi(z) := F;_1(04, hi+1(2), ..., hn(2),2), so the last expression can be written as
F;_1(hi(2),...,hn(2),2), i.e. the right-hand side of the statement to be proven.
(|

Theorem 1. For &(z) = Q,v,...Q1v1 ¢(v1, ..., U, 2Z), model functions hq, .., hy,
constructed according to Definition 8 are a complete equivalence model.

Proof. We have to show that ¢(hi(z), ..., h,(2),2) = Qnun...Q1v1 ¢(V1, ..., U, 2).
With Fy := @, ¢(h1(2),...,hn(2),2) is Fo(hi(2), ..., hn(2z),2). Using Lemma 4
(for i« = 1), the latter is equivalent to F,(z), which in turn is equivalent to
Qnvp...Q1v1 ¢(v1, ..., v,,2) by Corollary 1. O

The size of the complete equivalence model constructed according to Defi-
nition 3 is |Fo| + ... + |Fn—1| + |h1| + ... + |hn|. The first part is quadratic in
|@| as observed in Section 2, and |hq| + ... + [hn| < Zic1. 2 (E(1 4+ |@]) + 1+ |¢])
(notice that z stands for at most |¢| free variable symbols), so the whole model
has cubic size when it is written as a sequence of nested Boolean functions.

In [4], a linear-time transformation from NBF to QBF is presented. By ap-
plying this transformation to the above NBF representation of the complete
equivalence model, we obtain the following corollary:

Corollary 2. Fvery QBF ®(z) = Qnv,...Q1v1 ¢(v1, ..., v, 2) with Q; € {V,3}
has a complete equivalence model hy(z), ..., hy,(2z) where each h;(z) can again be
represented as a QBF with free variables z of size cubic in |P|.

By Lemma 3, if hy(2), ..., h,(2) are represented as propositional formulas, their
size cannot be bounded by a polynomial in |@| if X¥ # ITF. Since we do have
short QBF representations, a further consequence is that there must exist QBFs
W (z) for which there are no logically equivalent propositional formulas 1 (z) of
length polynomial in [¥(z)|, unless X1 = ITF.

Consider again the example @(z) = YuyJvy (v1 Vvg) A (=01 V—w2) A(—2V-wy)
with Fy(ve, 2) = =2 Vv, Fa(z) = -z, ha(z) = -z and h1(z) = Fo(1, ha(2), 2) =
—ha(z) Az = 0. If z = 0, ¢(0) is true and has a Skolem model. How is this
Skolem model embedded in the complete equivalence model (h1, ha)? Notice that
h1(0) = —ho(0). Assume we had not mapped the universal variable vy (whose
quantifier is outer to that of v1) to hs and instead kept vy as a parameter to h;.
Then we would have hi(vs,0) = —wsy. Indeed, the Skolem model function for vy
is fi1(va) = —wq. This suggests that we obtain a Skolem model if we apply the
mapping from variables v; to functions h; only to existential variables and leave
the universals as parameters to the functions of existential variables that are
quantified further inside. So we modify Definition 3 to leave universal variables
untouched. W.l.o.g., we consider only QBFs with alternating quantifiers.

Definition 4. Let $(z) = Jv,Yo,_1...30Vv1 (v, ..., Vs, 2) with even n > 2
be a QBF with alternating quantifiers and free variables z. Using the function



representation from Definition 1, we map each ezistentially quantified variable
Uny Un—2, ..., U2 to a Skolem function as follows:
1. fn(z) = F,_1(1,2)
2. Fori=n—2,..,2 (ifn>2):
Ji(ig1, o vn-1,2) = Fio1(1,viq1, fira(Vits, s Un—1,2), -, Vn—1, fn(2), 2)

Lemma 5. For all even i with 0 <i¢<n —2:

Fo(z) = VYop_1..Yvip1 Fi(vig1, fig2(Vigs, ..o, Vn—1,2), ..., Un—1, fn(2),2)

Proof. The proof is by backward induction on ¢. For i = n — 2, the right-
hand side is Yv,—1 Fp—2(vn—1, fn(2),2z). By Lemma 2, this is equivalent to
Fo_1(fn(2z),2) := Fj,_1(F-1(1,2)), and that is F},(z) by Definition 1.

For the induction step, let i be even with ¢ € {0, ...,n — 4} and assume the above
equivalence holds for ¢ + 2. We must show:

F,(z) = Yv,—1..Y0it1 Fi(Vit1, firo(Vits, oy Un—1,2), ..., Un—1, [n(Z),2)
By Lemma 2:

vvi+1Fi(Ui+l7 fi+2(vi+3> vy Un—1, Z)a ey Un—1, fn(Z)7Z)
~ Fip1(fir2(Vigs, s Un—1,2), o Un—1, fn(2), 2)

The first argument of Fj; 1 is

fi+2(7)i+37 vy Un—1, Z) = Fi+1(17vi+37 fi+4(vi+5> ceey Un—1, Z)7 vy Un—1, fn(Z),Z)

by Definition 4. If we substitute this into the right-hand side of the previous
equivalence, we obtain F; 11 (F;11(1,vi43, ..., fn(2),2), Vi3, ..., fn(2z),2), and that
is Fi12(vi13, ..., fn(z),z) by Definition 1, because v; 2 is existentially quantified.
By the induction hypothesis, Vv, _1..Vv;13 Fito(Vits, .., fn(2),2) = F,(z). O

Corollary 3. Let &(z) = Jv,Yv,—1...303Vv1 P(v1, ..., v, 2) with even n > 2 be
a QBF with alternating quantifiers and free variables z. Then

@(Z) ~ an_l...Vvl gﬁ(’Ul, fg(vg, ey Un—1, Z)7 cey Un—1, fn(Z),Z)

for functions fo, .., fn as in Definition 4. That means fs, ..., f are a non-complete
equivalence model in the sense of [11] and a Skolem model if P is closed and true.

Analogously, it is possible to show that Herbrand countermodels can be obtained
when omitting the existential variables from the complete equivalence models.

4 Conclusion and Future Work

We have introduced complete equivalence models for QBFs as a generalization
of Skolem and Herbrand (counter)models by mapping all quantified variables to
Boolean functions, which we can compactly encode by NBFs. These NBFs are
essentially recursive instantiations of the propositional matrix of the QBF, which
raises the question for future work how restrictions on the matrix, e.g. 2-CNF
or Horn, affect the structure of the complete equivalence models. It would also
be interesting to investigate whether this recursive computation can be related
to the resolution-based (counter)model construction in [1].
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